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Topics of Discussion

• History of the TLRS-3 in Arequipa, Peru
• TLRS-3 Return to Operations Strategy
• Significant engineering issues
• Planned and implemented upgrades
• Testing results
• Current status
• Future plans



15th ILRS Workshop 2

History of TLRS-3 in Arequipa Peru

• TLRS-3 replaced the SAO-2 system as the 
tracking station in Arequipa, Peru with an ERS-1 
pass on August 7, 1992.

• TLRS-3 operated under agreement with the 
Universidad Naciaonal De San Agustin (UNSA) 
with engineering support provided by HTSI.

• TLRS-3 tracked its last pass, Starlette, on 
January 27, 2004.

• In Fall 2005, HTSI was tasked by NASA to 
return TLRS-3 to operations

• The UNSA crew returned to the station on 
December 12, 2005 to begin the restart         of 
the system.

• HTSI returned to the station in January 2006.

• HTSI working with NASA and UNSA began 
restoring the TLRS-3 to full operations.

• This work was done concurrently with the TLRS-
4 Return to Operations.
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TLRS-3 Return to Operations Strategy

• Implement repairs to TLRS-3 following 2 years of 
inactivity in an unclimitized environment

• Implement the upgrades that were performed on the 
TLRS-4 system in 2005

• Validate system performance

• Perform a full system characterization through SOVT 
process

• Validate calibration and tracking data prior to release 
of data to ILRS
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TLRS-3 with DORIS
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Significant Engineering Issues

• System Off Line for over 2 years
– No HVAC
– No humidity control
– No air filtration

• System not exercised
• Corrosion Issues

– wire wrap boards, ICs, connectors, switches, etc.
– metal surfaces (e.g. bearings) 

• No Site or Station maintenance
• Temperature Cycling
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Planned and Implemented Upgrades

• Upper Deck Upgrade
– Enclosed Entire Upper Deck Optical Train

• Assist in keeping upper deck optics clean
• Improve optics life
• Improved daylight tracking
• Additional operator safety

– Camera assisted star calibration
• No optics removed to perform star calibration

– Camera assisted laser co-alignment
• New 10Å Daylight Filter

– Efficiency 68%
– More temperature stable
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Planned and Implemented Upgrades

• Telescope
– Disassembled/Cleaned
– Increased telescope throughput from ~50 % to ~80 % 
– Efficiency of a new telescope is 87 %

• T/R Switch Upgrade
– Improved stepper motor design
– Old design was very temperature sensitive

• Photek MCP / Tennelec CFD
– Replaced failing ITT MCP
– Newly calibrated CFD
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Planned and Implemented Upgrades
• Controller Computer

– Sattrk Program & Monitor Program
• Window/Window width upgrade

• Mode Change Bias Reset

• Enhance “Record All Frames” Function

• 5pps & 4pps Thread Matching

• 5pps & 4pps Automated Switching

• Sun Avoidance

• Horizon Mask

• Go/NoGo Software

– HVPS Scaling

• New Trackball Design
– New microprocessor design

• Site Power Transformer Maintenance
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Current Status

• Engineering Status
– Accumulating data to resolve gimbal issues
– Monitoring station performance

• Producing quality data
– Received over 90 pass segments
– <10mm on Lageos
– <20mm on Ajisai 
– <10mm on Starlette
– Have tracked CHAMP and Grace B
– 5.4 mm average Calibration RMS
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Test Results
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Test Results



15th ILRS Workshop 12

Test Results
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Test Results
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Future Plans

• Complete Gimbal Optimization

• Complete 4pps Upgrade  
• Complete Software Upgrades

– Controller
– Processor

• Complete Crew Training

• Perform Site Survey
• Calibrate System Equipment

• Restock System Spares

• Site Safety Inspection


