Meteorology

The meteorology subsystem measures the barometric pressure, temperature, relative
humidity, wind speed, and wind direction and provides this information to the computer.

Safety

The safety subsystem includes the aircraft detection assembly, the instrumentation safety
and health monitoring assembly and the interlock and human safety assemblies, These are
designed to increase the safe operation of the system while also ensuring that the
equipment does not experience harmful conditions. A picture of the ATSC-developed
aircraft defection assembly is illustrated in Figure 4.

Figure 4: Aircraft Detection Assembly, protective weather enclosure not shown

Control and Processing

The control and processing subsystem consists of five powerful RISC-processor
computers. Three real-time VME-based processors, and two HP UNIX workstations
make up the subsystem. A drawing depicting the MLRO computing and control
configuration is illustrated in the MLRO software paper within these proceedings,

Transmit / Receive Optics

The transmit/Receive optics subsystem contains a large number of assemblies. This
subsystem couples the light between the laser, detectors, and telescope. The subsystem has
been designed to allow for automated and semi-automated alignments and beam
adjustments.

Transmit / Receive Electronics

It features a three GHz microchannel plate photomultiplier tube detector, coupled to an
improved Oxford (Tennelec) discriminator for signal detection. These signals are input to
the ATSC-developed event timer to determine time interval measurement. Amplitude
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information is captured by an ATSC-developed amplitude imeasurement device, and gating
is performed using an ATSC-developed range-gate generator. The subsystem has been
designed to employ all of the best techniques developed over the past ten years to yield a
highly-precise measurement of range. Some of the assemblies are discussed in more detail
in another paper within these proceedings.

Development Process and Status

The MLRO subsystem development phase is nearing its completion. Subsystem
development incorporates a number of grouped-functions as illustrated in Figure 5.

Hardware-Specific Software Modules

Hardware
Subsystem or .
Assembi
y Devl;l:::cgszver Software Module
(Daemon) Test Routines
Assoclaled
Callbratlon Calibratlion and
» Software Dlagnosile GUI
Panels
Long-Term Trend
Diagnostic Analysis
Soflware Database
interface

Figure 5: MILRO Subsystem Development

As a subsystem. is developed its real-time daemon (device control software), calibration
software, diagnostic software, associated GUI applications, and software test routines (to
test the software) are developed. Additionally, the parameters which will be included in
the system long-term trend analysis application are identified. This trend analysis will be
useful to the ASI in monitoring, not ounly system performance, but also subsystem,
assembly, and module-level performance.

Most of the primary subsystem development projects are complete. There are some
exceptions to this but, the MLRO is now in the system integration phase. Due to facility-
related problems, the MLRO has not yet conducted ranging activities, but the satellite
returns are expected by March 1 1997,

Quality and Engineering Improvement Measures

ATSC and the ASI have taken steps to ensure a high-quality system. These include a very
detailed and extensive design and design review process, the use of modern engineering
modeling and manufacturing tools to improve the electronics, optical, and mechanical
design of the system. The establishment and adhierence to a modern software development
model to ensure that the code is maintainable and upgradable, and extensive testing
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throughout the development process was used to ensure that the specifications are met or
exceeded.

As an example, the T/R optics subsystem was designed using a ray-tracing application
whicl is used by both ATSC and the ASI. This allowed us to exchange and analyze critical
design information on the optical properties. The mechanics of the subsystem were
completely designed using the three-dimensional solid modeling package “ProEngineer”.
This allowed us to check for tolerances, clearances and to manage the quality-control of
the manufacturing process very closely. The cabling and wiring diagrams have been
developed using the “ProCabling” module which can verify cable stress factors as well as
mass and thermal properties.

Our goal has been to produce a system with commercial-quality properties that would
compete with the quality of a product produced by a company like Hewlett-Packard, while
maintaining a close working relationship between the ASI and ATSC to allow for
customization of the products.

Summary

The MLRO system has been designed and is being developed to offer the highest
performance possible with a maximum upgrade flexibility and un-paralleled manufacturing
and documentation quality. This project is scheduled to be complete in carly 1998.
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RANGING CONTROL SYSTEM

Jacek W. Offierski
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2629 JA DELFT
The Netherlands

and
Marcel J. Heijink

Delft University of Technology
Central Electronic and Engineering Division
Mekelweg 6
2628 CD DELFT
The Netherlands

Abstract

This paper is a short description of the software structure of the Transportable Integrate Geodetic
Observatory (TEGO) which has been developed in collaboration with TNO Institute of Applied
Physics (TPD-TNQ) for the Institute for Applied Geodesy (IfAG)Y in Germany. The modern

Graphical User Interface (GUI), that is used in this implementation, offers a wide range of
flexibility and a user friendly environment, Only GUE’s based on Window systems can offer such
a wide range of user-friendly and user-intuitive functionality. The applied GUI has the potential to
minimize training time for new observers and was implemented on the X Window system (UNIX)
using the OSF/Motif widget library. The described configuration provides also remote access
capability. Its high level structure and modular construction are sufficiently flexible for future

enhancements and replacement of any software module.

Introduction
In all modern measurement techniques, development - whicl is the engine of scientific

progress - requires continues upgrading of each appliance. In Satellite Ranging Systems (SLR) the

main trends in instrumentation are accuracy, efficiency and working costs. The application of new
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software techniques is an important factor in this trend.. However, soflware elements like satellite
prediclion, result data screening, etc., are subject to improvement and contain some problems to
solve. Particularly. the software that is responsible for the overall co-ordination of sub-tasks, must
follow modern trends in software design.

Basic trends in this kind of software, are the application of parallelism and a user-fiiendly
interface. In general, we can divide the software into a part that has a close relationship with the
hardware, the Real Time Control Systems (RTCS) [Offierski, 1994], and a part that has
a close relationship with the observer, the Off-1ine System (OLS). Parallelism plays a
crucial role in both software parts.

There is no reason to involve the observer directly by tasks such as prediction
calculation, ranging data screening (inside possible capabilities) or receiving and sending data.
All routine tasks can be efficiently handled by the OLS in a transparent way according to assigned
goals and priorities, set by experienced users. The main task of the observer is focusing at support
of the RTCS and taking the strategic decisions.

Another trend should be the possibility for remote login on the SLR instrument (e.g. from
home), with the aid of an accessible network, on every place on Earth. The described OLS

implementation tries to reach all these goals.

Fig.1.Structure of the off-line system consisting of a number of parallel tasks

Scheduler
RT GUI Collect and distribute data Data Manager
! IRV, TB, measurement resnits predictions, reductions,
Real Time Data £ fo.:mm““g
Screening

™

Database
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Scheduler

On the top of each parallel working task therc is one general process (daemon) which
takes control of all data streams from and to the component. It can start (or kill) a selected task
with a requested priority level. Tasks can be executed at determined time moments, periodically or
as the results of an event. A typical task that must happen in determined time is satellite tracking.

Scheduler does not perform this task itself but calls the Real Time Graphic User
Interface (RT-GUI) which is responsible for this. An example of a periodical fask is the

calculation of long-term predictions for satellites (Aletts). Other periodical tasks for this system
are levelling and calibration of the ‘calibration system’. Typical events that can frigger tasks are
user interference (e.g. all tasks that belong to positioning like Star observation), incoming dala

(IRV or TB), readiness of result data to send or the necessity to make pre- aud post- calibration.

Summarising this task:
@ Execute tasks at determined time moments (ranging),
A Periodically execute tasks (for example levelling, calibration or collect data),

B Executc tasks on events (user interference, pre- and post- calibration, auto screening).
Collect and distribute data

This task is activaled whenever an operation on data must be performed (incoming data
available or data ready to send). The arriving data is uploaded to an external accessible FTP input
directory. Any modification of the contents of this input directory starts this task. The [irst step of
this task is checking the data for crrors, then the data is reformatted to an internal format by
independent programs. Independent reformatting has the advantage of being able to add different
formats in the future. Finally, the reformatted data is stored in the database.

Also run-time changes in the OLS parameters, made by experienced users, can wake up
this task. If the QLS itself has data to send, the data is put on a selected output directory. The

FTP daemon will then automatically send the results to Data Centres.

Summarising this tasi:
B Error checking,
M Reformatting and storage in the Database,

B Sending results.
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Database Managenient Task (DIMT)

All the data that is managed by the SLR resides in a number of physical system databases.
The system DIMT are all typical relational databases. Each database contains a number of fields
containing system information as well as information associated with the forms of the GUL
Individual fields and forms can be replaced or changed by the user. It is even possible to
completely redeline each database. The consequences of a new form definition or the replacement
or introduction of new fields are just re-indexing. All operations on a database are subject to a
recovery mechanism. The user has access to all data in a database. I-Iowevér, some of the data
cannot be modified, e.g. observation results. Only special prepared programs are allowed to make
modifications to such data. A single program, the P'TM program, is used to maintain, configure
and manipulate all system databases.
Currently defined databases include:
1. Satellite database,
. Site database,
. Time Bias (TB) database,
. IRV database,

2

3

4

5. Ranging results database,
6. Calibration resulls database

7. Star observalion resulls database
8. Ground markers result database.

This list can be extend.

Summarising this task:
m Application of conventional database techuology,
B Expandable user defined databases,

m User defined forms.
Real Time Graphic User Interface (RT-GUI)

The main task for RT-GUI is to communicate with the RTCS in a near synchronous way:.
Communication is establish with the TCP/IP protocol. The communication between the RT-GUJ
and RTCS uses a point-to-point binary data protocol, whiclh makes intrusions from outside almost

impossible. The RTCS has its own IP identification number which gives the possibility to
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communicate with it {rom different computers. The communication can be traced for maintenance
purposes.

The second important function of RT-GUI is the visualisation of RTCS status
information in a form that enables the observer to take the proper decisions (for example
correction on wavelengths, position, etc.).

The next [unction that makes this task the most important task, is the User Interaction that

enables the user to carry out his decision's. This interactive process is essential for successlully
making measurements.

The RT-GUI task can run in two modes: either automatic or manual. During automatic

mode, the RT-GUI task takes all decisions itself according to pre-determined decision
algorithms. In this mode, the only allowed user interference is switching to manmual mode. It is
also possible to connect external programs with the RT-GUY in a modular way to expand on the
decision algorithm. This provides an opportunity, together with Real Time Data Screening

(RTDS), to build a completely automatic system.

Summarising this task:
® Communication with the RTCS,
B Visualisation of the RTCS stalus,
B Interaction with the observer,

B Automatic tracking procedure.

Real Time Data Screening (RTDS)

At in current systems, only weak screening algorithms are used. The screening algorithm
implemented in the OLS software offers the observer almost automatic data screening. Searching
for a predicted signal pattern gives a high success / failure rate in the automatic distinction of
signal from noise. The used algorithm is sensitive for non-random noise characteristics. The
algorithm can communicate directly with the RT-GUI and is able to compensate the Time Bias.
The results of the data screening can be visualised in different graphical representations (e.g.
histogram) and be used by the observer for interpretation.

One of the basic functions of the RTDS is interactive graphical data selection. This task
has also the ability to connect an external program module. This connection capability is made for

future developments in data filtering algorithms.
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Summarising this task:
& Near automatic signal from noise separation,
B TB determination for direct use,
® Accuracy calculation for system tuning,

8 Interactive graphical data selection.

Data Manager

Almost every SLR OLS module contains a number of standard tasks. The described
system implements those tasks as a collection of independent and separated programs. There are
just a few programs needed to cover all required tasks:

1. Calculate Satellite and Stars predictions. These predictions are necessary to exploit the system.

2. Reduce astronomical measurement results for the position or mount model determination.

3. Formatting to Merit-II format (which is the selected format for external data exchange).
Conversion between internal format and the Merit-II format.

4. Generation of Normal Points (NP) from the Merit-II format [Seeber, 1993].The algorithm is
based on the ‘Herstimonceux® recommendations [Kolenkiewicz, 1986].

5. The calibration results data management module offers the possibility to graphically represent
the system calibrations. Long term drifts or accidental jumps in the calibration data can very -
easily be spotted.

6. For all satellite passes at the actual measure site, the long term visualisation of observation

results can be displayed.

Conclusions

The UNIX pre-emptive multitasking, multi-user and multithreading operating system seems to be the best
choice for the modern OLS software for a SLR systen.

@ The modular construction of the OLS software gives extreme flexibility to include dilferent modules in
the future or replace current medules by improved ones.

B The X Window system provides the possibility to fully operate and control the SLR system from a remote

site.
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List of abbreviations

DMT Database Management Task,

IRV Inter Range Vectors,

FIP File Transfer Protocol,

GUI Graphical User Interface,

NP Normal Points,

OLS Off-line System soflware,

OSF/Motif Standard widget set,

RTCS Real Time Control System,

RTDS Real Time Data Screening,

RT-GUI Real Time Graphical User Interface,
SLR Satellite Laser Ranging system,

B Time Bias,

TCP/IP Transport Control Protocol / Internet Protocol,
TIGO 'fz‘ansportable Integrate Geodetic Observatory,
UNIX an Operating System,
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Real-Time Correction of SLR Range Measurements for the Refurn
Amplitude Induced Bias of the Multi-Channel Plate PMT/TC-454 DSD
Discriminator Receive System

Q'Gara, D.J., Zane, R., Maberry, M.T.
University of Hawai'i, Institute for Astronomy
LURE Observatory at Haleakala
PO Box 209
Maui, Hawai'i, USA
E-Mail: ogara@lure.ifa.hawaii.edu

Abstract: The receive system used at LURE introduces a recoverable bias (0-35mm) into the
range measurement. This bias can be estimated by [itting a set of calibration residuals and their
associated receive energy measurenents to a straight line model. This model is updated on a daily
basis by analyzing scheduled calibration runs taken during the previous 24 howrs of operation.
Range measurements (calibration and satellite) ave then corrected for this bias real time by the
ranging system software.

Introduction

By analyzing the effects of return energy on the range measurements to a calibration cube
at LURE, it was shown that the range varied linearly with the received energy (commonly called
time walk). A high energy retwin generally produces a range measuwrement that is early when
compared to a low energy return. Figure 1 illustrates this by plotting the un-corrected range
measurement residuals of a calibration (nanoseconds) against the relative received energy (REM).

In the LURE ranging system, this bias is attributable to the Multi-Channe] Plate
photo multiplier tube /TC-454 DSD discriminator receive subsystem. (See "Increasing
System Sensitivity at LURE Observatory", Zane,et.al., these proceedings). The variation of
this time walk was shown to be small over periods of months (Measurements made over a
months time showed a slope of -57 femtoseconds/REM with a standard deviation of ~5
femtoseconds/REM). It was decided that a method to correct for the bias during data

collection should be implemented.

Method

The amplitude dependent range bias can be determined by investigating the effect
of return energy on the range measured during calibration. By subjecting sets of calibration

range measurements to a least squares {it analysis (as in Figure 1.) it was shown that the
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range was biased as a function of the REM. By removing (his bias from all range
measurements, the effect of the system time walk can be minimized. Figure 2 is the same
data as in figure 1. but with the calculated time walk removed from the measurements.

On a daily basis. each calibration file that was taken the previous day is subjected to a

linear least squares fit analysis. The independent variable is taken to be the relative receive energy

Uncorrected Calibration Residuals vs. REM
with Least Squares Fit
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(REM) number, with the calibration range residual (Observed Range - Calculated Range) being
taken as the dependent variable. A FORTRAN program was wrilten that takes as input raw
calibrations files. and producc as output the model parameters and the update to the bias correction.

The resulting slope of each straight line fit is first divided by a damping value. This
number is then added to the bias correction that is kept in a system data base file. A damping value
is divided into the individual slope values to allow daily updates to the bias correction without a
single "outlier" causing an abrupt change. Since all data is taken using the best known bias
correction, the slope of subsequent calibrations will be the deviation from this correction. Thus, to
update the system bias correction, simply add in the slope as determined by aualysis of the
individual calibrations.

This bias correction is used o correct range measurements in real time. The real time
ranging system at LURE will read in the bias correction from a system data base file at start up.
During operations, the raw target range is corrected before it is recorded to disk, using the
expression:

Corrected Range = Raw Range - (Relative Receive Encrgy * Bias Correction)

This correction is done to both satellite data and calibration data.

The bias correction can be initialized to zero, or an initial bias correction can be
determined by taking a calibration and entering the slope of this calibration as a starting value. At
LURE, the initial bias was determined from a month long experiment. This experiment involved
analysis of all calibrations (with bias included in the range measurements) taken during that period.

An average bias from this experiment was used as a starting correction bias.

Conclusions

The time walk bias is a function of the returned energy. The targets that return the highest
average energy benefit the most from this procedure. For example, the average correction for
LAGEOS is approximately 2.5 mm, while for TOPEX/Poseidon, it is about 7.0 mm.

The process of maintaining the bias correction at LURE is entirely automated and
requires no action by the operators. The analysis process is started automatically by the
controller computer at 0:00 UT every day. The least squares fit analysis parameters and the
bias correction used for each UT day are stored on disk. These data can be monitored for
anomalies and are archived as a part of system history.

This process is currently implemented at LURE on a DEC PDP/11 running RSX-
11/M OS.
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COMBINED DIGITAL TRACKING SYSTEM

K.Hamal, I.Prochazka

Czech Technical University, Brehova 7
115 19 Prague 1, Czech Republic
fax +42 2 85762252, prochazk@mbox.cesnet.cz

The Combined Digital Tracking System for SLR consists of two CCD based subsystems,
The Coude CCD is coupled to the main beam path via the dichroic. The Field of View (FOV)
limited by the vignetting to 1 arcminute allows fully automated star tracking for the mount
flexure model construction with arcsecond resolution and satellite tracking, as well. The wide
FOV subsystem consists of the 8 inch or 11 inch telescope, variable focal reducing optics, laser
blocking filter and CCD. The FOV is 3 - 12 arcminutes. The camera control electronics and the
software package enables automatic guiding (lock on target), if desirable.

The Peltier cooled CCD has 164x192 pixels, 8 bits. The image integrating time up to 12
sec facilitates a considerably high sensitivity. The newly developed software package permits to
operate under Windows NT or Windows 95 up to 4 CCD cameras on a single PC among other
real time applications simultaneously. Due to an efficient video data compression plus image
processing the transmitted data volume is reduced down to kilobits per frame. _

The resolution of the Coude CCD at Tokyo 1.5 meter telescope is 1.5 arcseconds per
pixel and at the Keystones telescopes 2 seconds of arc. The wide FOV subsystem allows to track
all satellites up to 20 ooo km range proved at Hehvan SLR rather polluted atmosphere.

10™ Intenational Workshop on Laser Ranging Instrumentation, Shanghai, China, November ‘96



- OBJECTIVES
Combined Digital Tracking system

VISUAL GUIDING / all laser satellites

@

Satellite image / laser beam / paralax

MOUNT FLEX AUTOMATION / remote control

-]

Image data processing: low data flow rate

WINDOWS NT platform

-

2

Multiple camera control/image on one PC

Calibration pier

K.HamalB.Greene, Shanghai '86

Combined Digital Tracking Subsystem (CDT)

e The CDT subsystem is dedicated for the coaxial
(transmiter/reciver setup in Coude) SLR station

e The CDT consists of two CCD sensors, one subsidiary
telescope, one focussing optics, PC+ software.

e The wide FOV subsidiary telescope/CCD is providing:
- visual guiding/tracking of satellites (low,
satellites, Lageos, Etalon, Glonass, GPS)
on the displayed laser beam

e The narrow FOV CCD in Coude is providing :
- star tracking for mount flex, autotrack option
- telescope optics alignment tool

K.Hamal l.Prochazka,Keystone, Nov, 27,95
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WIDE FQV SUBSYSTEM
Combined Digital Tracking system

Telescope C8, D=200mm, f/D=10
Focal reducer adjustable 2-4 x
CCD camera ST-4, 2.5 x 2.5 mm
192x164, 14x16um
FOV (reducer 3x) 12 x 12 arcminutes
17 arcmin diagonal
Resolution 5 arcsec / pixel
Capability up to Etalon, GPS
up to 10 sec.integration in good conditions

L.Prochazka,K.Hamal, Keystone,November '95

WIDE FIELD OF VIEW TELESCOPE
Digital Guiding & Ranging Subsystem

6500

400

[ m TELESCOPE
240
—1 ghutter 140
laser
block.
CCD contrel ¢ jﬂ H‘

220x3150%060 BASEPLATE

pC 12v powar[ CCD control to camera 2.6 m max.
R8232C Baseplate Al 380%100x8 to interface the telescope
contral

Hamal,Prochazka, Shanghai '86
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NARROW FOV SUBSYSTEM

Combined Digital Tracking system

Coupling to main via dichroic directing
T/R telescope 600-1000 nm to CCD
CCD camera ST-4, 25 x 2.5 mm

192x164, 14x16 um

Field of view 1 arcmin
limited by vigneting

Camera optics f=56 mm
Dmin = 37 mm
f/D = 15
Pixel size (KSP) 2.0 arcsec / pixel
Tracking resolution < 1arcsec

LProchazka,lK.Hamal Keystone,Dec.5,'95

T/R
swiich

CCD in Coude block scheme
Combined Digital Tracking System

Dichroic tt;) main
mirror elescope

7
Beam expander

K.HamalLProchazka, Shanghai 96
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HELWAN 2 SATELLITE LASER STATION
Visual guiding on GCD star tracker
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SATELLITE TRACKING IN GRAZ
Digital tracking system

TOPEX

10th Workshep, Shanghai '96

SATELLITE TRACKING IN HELWAN
Digital tracking system
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The Coude camera star im

age

T30 5104 Inlesiy: 1

The Coude camera, star image demonstrating the secondary mirror alignment.
The main telescope was slightly defocussed,
in optimum alignment, the ring is symmetrically illuminated.
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AUTOMATION OF THE BOROWIEC SLR
S.SCHILLAK, J.BARTOSZAK, E.BUTKIEWICZ

SPACE RESEARCH CENTRE
OF POLISH ACADEMY O¥F SCIENCES
BOROWIEC ASTROGEODYNAMICAL OBSERVATORY
62-035 KORNIK, POLAND
tel: +48-61-170-187
fax: +48-61-170-219
c-mail: sch@cbk.poznan.pl

ABSTRACT. The need for automation of the SLR systems arises Lo two main reasons: faster
pre- and post-observation operations induced by increasing number of laser safellites and
assurance of single operator or full automalic operation because of prolonged observational
activity and higher operational costs. The achievement of {hose two goals is the subject of
intense effort at the Borowiec SLR station. The paper gives an exemple of satellite pass starting
from the calculation of predistions and ending with sending the normal points to EDC. The
process of automation will begin with automatic calculation of predictions for one day (or night)
for all satellites at a step of 1 second (IRA program). The next stage will be a replacement of
two men crew by a single operator. Then a CCD camera will work as an eye of an observer,
small engines will be applied for remote control of the position of the beam, neutral filters and
diaphragm, sensors will be vsed for read out of meteorological data. The third stage will be
automation of analysis of the results atter the pass (AOP program). At present we are at the
stage when the operator’s task is to choose the calibration set, eliminate the noise points by
using a mouse and finally, accept the results before they are sent. The time of data processing
has been significantly shortened and amounts now to about two minutes from the end of
obsetvation to sending the results as normnal points.

The automation of SLR systems is necessary for obtaining a large number of results of
observations and esseniial reduction of the cost of iheir obtaining. At present a large number of
stations work with a single operator, however, still many stations, especially those equipped in
separate transmitting and receiving systems need two person staff. In the second case the
number of obsetvers is increased or the number of observation days is limited. This is the case
in Borowiec station whose construction, coming from the carly 80s, poses serious problems as
far as introduction of single man operation is concerned. In 1996 The Borowiec station entered
the APO project aiming at introduction of a single person crew and reduction of the operator
tasks. The main aim of the project whose realisation was planned for 3 years, was minimisation
of the tasks to be performed Ly the operator during an observation. This process includes
automation of the preparation of predictions, the hardware and sofiware related to observation
in the real time, results processing, their check and sending to EDC.

1. Prediction

The wotk on automation of cphemeries preparation has been already completed and
includes:
- automatic read out of IRV data from the e~-mail and attachment of these new data to the IRV
string of each satellite,
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- prior to the first observation automatic calculafion of ephemeries for all satellites predicted in
the observation program at Borowiec for a given night at a step of 1 second, and saving the data
in the catalogue of ephemerds (IRA program); the operation does not require operator’s
intervention and takes only several seconds.

2. Observation of a satellite and calibration.

The main objective related to automation of hardware was installation of a CCD camera on
a tracking telescope and fittle engines coutrolling the movement of the output prism of the
Coude system. This solution permils correction of the position of the laser beam relative to the
cenire of the field of view by the operator at the controling computer, The next task will be
construction and installation of a packet for remote control of the neuiral filters and diaphragm
for calibration purposes and release and hold of the shutter. The following tasks will be
installation of the meteorological data sensors and an antomatic radar system for protection
against the aircratts. _

The aim of the automation of the controlling software is elimination of all possible actions
which require operator’s intervention.” A block diagram of the program controlling satellite
tracking is given in Fig. 1. The exclamation marks are used to indicate the tasks requiring
operator’s intervention. These tasks and the ways of their elimination are listed below.
Pre-observation process:

- epheineris; choice of the ephemeris from the list for a given night, made by the operator;

the program should be supplemented with automatic climination of the overlapping satellite
passes taking into account their prority (in the IRA program) then, for a given satellite, the
program may start automatically,

- pass parameters; a change of pass parameters for a given satellite, mainly the filter and
diaphragm for calibration, and introduction of time bias;

the filter and the diaphragm can be set automatically during calibration on the basis of the
amplitude of the return signal or the percentage of good measurements for a given satellite, time
bias should be introduced automatically during the cphemeris calculation (in the IRA program)
and its corrections should be made during the observation,

- meteo; read out of the pressure, humidity and temperature;

the intended introduction of sensors will eliminate this problem,

- pre-pass calibration; the program requires the operator to decide about pointing the telescope
to the target and beginming of (he calibralion, when the flter level and diaphragm are incorrect,
the calibration process iy terminated and begun again once the filter and diaphragm are correct;
setling of the telescope and beginning of the calibration can be conducted automatically at a
certain time (a number of seconds) before the observation start; the filter and diaphragm could
be selecied aulomatically on the basis of the amplitude of the return signal or a percentage of
good measurcments tor a given satellite,

- read keyboard; change of parameters directly before the observation starts;

in practice very rarely conducted mainly to introduce the time bias.

Observation:

- Fig. 2 presents the view of the conirolling computer screen during an observation; the upper
part presents the gate window with the O-C values in meters, on the right hand side there are
the input points, the middle of the bottom part shows ihe deviation of the telescope position
from the ephemeris position (a black square) which can be moved during an observation at an
arbitrary step, the large circle has a diameter of 2.5 arcmin, the small one - 30 arcsec, the left
hand bottom part shows the data which can be changed via keyboard during an observation;
laser switch on/off, model of the felescope delay, gate window, step at which the telescope
position is changed, time bias, corrections of the cross, azimuth and aftitude; the right hand
bottom part displays the results, that is the current number of the ephemeris point (with a step

523



STR - SATELLITE TRACKING PROGRAM
BOROWIEC SLR STATION

o) ;

| | EPHEMERIS GATE — >
+ r — PC
SATELLITE LASER
¥ Y 386
| PASS EPOCH| <[
* IPARAMETERS ¥
¥ POSITION| < M
MOUNT ¥ ')
COORDINATES EPHEMERIS U
7 INTERPOLATION N
'\ METEO ¥
T MOTORS| T
{| PRE-PASS X
‘| CALIBRATION COUNTER <~
¥
EPHEMERIS 0-C REEIDUALS
POIi\ITS - STORE
START POSITION RESULTS
; o+c
SCREEN -
T PIXEL 5>
READ
l MONI-
‘| KEYBOARD < POSITION |,
T PIXEL | TOR
COUNTDOWN |—— T
WRITE |, ) DATA [~
RESULTS |
1 !l READ |
I | METEO KEYBOARD
¥
(| POST-PASS NEXT EPHEMERIS| |
" |CALIBRATION| | POINTS

Fig. 1
524






position will be automatically corrected by the servo engines driving the oulput prism,
preliminary tests have confirimed the possibility of applying this solution.

Post-observation process:

- meteo; the solution proposed is the same as in the pre-observation process,

- post-pass calibration; ihe choice of the lilter and diaphragm should be adjusted to the average
amplitude of the return signals or the percentage of good measurements during the satellite
pass, if there are significant differcnces between the results pre- and post-pass calibrations in the
mean, RMS or the level of sensitivity, the calibration performed before the observation should
not be taken inlo account (this is a consequence of specific weather condilions in Borowiec
where frequent fogs prevent from a correct choice of the filter and diaphragm for the pre-pass
calibration, at present this is feft up to the operator's decision), the other problems will be solved
as indicated for the pre-pass calibration.

3. Results plocessmg

The processing of results including their control and founattmg is carried out by the AOP
program which ensures fast and almost fully automatic performance of alf necessary operations:
elimination of noise pulses, determination of range bias and time bias, polynomial smoothing,
rejection of points according fo the 2.5 sigma criterion, presentation. of the distribution of
deviations with determination of RMS, skewness and kurtosis, generation of normal points and
assesstent of their precision, graphic presentation of residuals (Fig, 3), analysis of the results of
calibrations, saving the results in the inner catalogue of Borowiec, formalting of the results in
the normal points guick-look format and their sending. The time the program takes to perform
all these tasks {rom the ead of the observation to sending of the results to EDC for about 1000
points is of aboul 2 minutes. Af any time after processing the basic informaiion aboul a given
abservation can be refrieved and prinfed: log sheet, distribution of deviations, graphic
presentation of residuals (Fig. 3), resulls and assessment of the precision of normal points. A
block diagram of the AOP program is shown in Fig. 4, where the exclamation mark indicates
the tasks which require operator’s intervention. These tasks and the proposed ways of
¢limination of operator’s aclions are listed below: '

- calibration data, the choice of a calibration for a given pass;

automatic choice can be carried out on the basis of the mean amplitude of the return signal or
the percentage of good results,

- noise points elimination; at present performed by using a mouse;

this pracess can be carried out by the point by point analysis according to one of the
geometrical or filiration methods,

- store results; at present a decision on acceptance of results is made by operator;

an additional program is necessary to control basic data on the results of observattons and
calibrations,

- ¢-mail to EDC; operator's decision on sending data to EUROLAS DATA CENTER;
requires aufomation of the process of data sending by e-mail, the decision on sending the results
will be made as indicated above. ' __ _

Realisation of the above presented tasks will permit alinost full automation of the Borowiec
SLR. Unfortunately, complete elimination of operator’s involvement is impossible mainly
because of the need to set the system on and off, control ifs work and response to highly
unstable weather in Borowiec (decision to open or close the roof, to carry an observation out or
break it). '

Acknowledgements.
This work was supported within the grant 7/ 137/112/96/07 of the Lommttlee for Scientific
Research.

"4



S5TATION: BOROWIEC
TIHE BIAS: —31.7 ms

SATELLITE: TOREX
RANGE BIfS: 24.1im

1986—06-21 21:59: 30 2410 POINTS

50 | O ~ C RESIDUALS

40 .

30

RESIDUALS [ €M 1

A1 L I

o0

STATION:

i

2

3

4.

5

S

7

8

g

MEN

BOROWIEC SATELLITE:

TIME BIAS:—3i.7ms

RANGE BIAS:

TOPEX
2t 1m

1986-068-21 21:59: 20 2410 POIMTS

STEP OF POLY:

& RHS:

3. 42cm

-SINGLE POINTS

“h

Corsd
- Z'Cm

=> NORHAL PQINTS <circles> - .
=5 0,32 ch . . o ‘

RESIDUALS [ CM 1
= NW A NN O

Q

8] 1 2z 3 + 5 s 7z 8 & MINM

527



AOP
POST - PASS DATA HANDLING PROGRAM
BOROWIEC SLR STATION

AOP
PASSES LIST
3 ¥
| CALIBRATIONS POLYNOMIAL
: DATA FIT
- ¥
¥ RMS (2.50)
O -C RESIDUALS T
Y "0 POINTS
. NO
O- C VIEYV GRAPH - \DELETED ?
YES
NOISE POINTS RESISUALS
| ELIMINATION DISTRIBUTION
BY MOUSE T
NG || STORE RESULTS
OK ? | 7
o] YLS NORMAL POINTS
TIME"BI S GENERATOR
RANGE BIAS Y
T SINGLE AND
NORMAL POINTS
O -C RESIDUALS
T RESIDUALS VIEW GRAPH
O-C VIEW GRAPH 7
3 QL NORMAL POINTS
NOISE POINTS FORMAT
1| ELIMINATION I
' BY MOUSE || E-MAIL TO EDC
NO @JK? YES END

Fig. 4

i



UPGRADING THE NASA SATELLITE LASER RANGING NETWORK
FOR THE 215" CENTURY and
THE SINGLE OPERATOR AUTOMATION PROJECT

Presented in the System Automation and Operational Software Session of the Tenth
International Workshop on Laser Ranging Instrumentation
November 11-15, 1996

John Bosworth, David Carter, John Degnan, Jan McGarry
NASA Goddard Space Flight Center
Greenbelt, Maryland 20771 USA

Winfield Decker
AlliedSignal Technical Services Corporation (ATSC)
Lanham, Maryland 20706 USA

The NASA Satellite Laser Ranging (SLR) Network has been preparing for the 21* century by
upgrading and planning the redistribution of its systems, NASA intends to relocate two of ifs
MOBLAS systems to Tahiti, French Polynesia and South Africa, respectively. The purpose of the
redistribution of the NASA MOBLAS systems is to improve the geographical distribution of the
global SLR network. The upgrading program for the MOBLAS systems included several
automation projects. The objectives of these projects were to improve productivity and make the
MOBLAS systems more cost efficient while enhancing the quality as we approach the 21%
Century. The automation program included the Mount Observer Automation (MCOA), MOBLAS
Upgrade Project (MUP), the High Sensitivity Laser Receiver (HSLR), and the Single Operator
Automation Project (SOAP), The MOA, MUP, and HSLR have been discussed at previous
conferences, therefore, the details of SOAP will be presented.

Introduction

The NASA SLR Network consist of five MOBLAS systerns, two University systems, and
a Transportable Laser Ranging System (TLRS). These systems are located across the
United States in Maryland, Texas, California, and Hawaii. NASA also have systems
located in Arequipa, Peru and Yarragadee, Australia. In order to provide better
geographical coverage particularly in the southern hemisphere, NASA intends to relocate
MOBLAS-8 (Quincy, California) and MOBLAS-6 (Greenbelt, Maryland) to Tahiti,
French Polynesia and South Africa, respectively. The MOBLAS transfer to Tahitiis a
joint effort among NASA, CNES, and the French University of the Pacific (UFP). The
SL.R site will be located on the campus of UFP. GPS, DORIS, and PRARE systems will
also be located at the site. The MOBLAS system is scheduled to be transferred to Tahiti
during July/August 1997. The discussions concemmg the transfer of a MOBLAS to
South Africa is in preliminary stages.

529



Over the past few years, NASA has been involved with an upgrading program for the
MOBLAS systems. The program consist of four major upgrades: the Mount Observer
Automation (MOA), MOBLAS Upgrade Project (MUP), High Sensitivity Laser Receiver
(HSLR), and the Single Operator Automation Project (SOAP). The purpose of the MOA
was to eliminate the necessity of a mount observer by replacing the observer with a radar
and several automated processes. The purpose of the MUP was to enable future
automation by the centralization of ranging and processing functions, upgrading of the
computer platform, standardization of the hardware and software, and upgrading of the
software and troubleshooting infrastructure. The purpose of the HSLR was to enhance
the detection capabilities of the NASA MOBLAS systems on low optical link satellites
such as GPS, GLONASS, and Etalon.

Single Operator Automation Project (SOAP)

SOAP was conceived to enable the NASA MOBLAS stations to operate effectively and
safely with one operator per tracking shift. A single operator per shift will enable an
increased level of satellite tracking support by making more effective utilization of
personnel resources. SOAP builds on the other automation projects (i.e. Data system
automation, MOA, and MUP), and is the culmination of a series of engineering projects
designed to automate the functions of the mount observer and streamline processes for
the console operator.

The MOBLAS systems currently operate with two crew member per 9-hour tracking
shift. For SOAP to be implemented, detailed examinations on the engineering,
maintenance, personnel, and safety issues, as well as operating procedures had to occur.
Methods were developed to address the engineering and safety constraints associated
with current operations. This was accomplished through field HP380 software
enhancements, modifications to field operating procedures, additional operator training,
and operator certification (see Figure 1). A strong emphasis was placed on crew safety
especially with the remote locations of some of the NASA sites. With these
modifications, SOAP will be able to provide 24 hour per day, seven days per week
operations using 4 operators. This will double the temporal coverage over the previous
two shift operations.

The final design approval for SOAP took place in June 1996. The installation and testing
of the prototype occurred at MOBLAS-7 in July 1996. The installation of SOAP at
MOBLAS-4 is scheduled to be completed in November 1996. The MOBLAS-8
installation will occur in January 1997, followed by the installation in MOBLAS-5 and
MOBLAS-6 which are expected to be completed in the first quarter of 1997. The
development, testing, and installation will occur on a paralle} schedule for HOLLAS and
MLRS.
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Summary

NASA’s upgrading program for the MOBLAS systems will be completely implemented
in 1997. The benefits of these automation projects are that it reduces the cost of
operations, increases the data volume, and enhances the safety of the MOBLAS
operations. The MOBLAS-8 system will be transferred to Tahiti by August 1997 and
detailed discussions will begin concerning transferring a system to South Africa. This
will lead NASA into building and deploying “SLR2000™' systems in the 21 century.
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SINGLE OPERATOR AUTOMATION PROJECT (SOAP)

e HARDWARE /SOFTWARE ENHANCEMENTS
® IMPROVED AUTOMATION OF STATION DATA REPORTING
FUNCTIONS :
m INTERNET CAMERAS TO ALLOW VISUAL CONTACT BETWEEN
STATIONS

» MODIFICATIONS TO FIELD OPERATING PROCEDURES

B EMPOWERED EACH OPERATOR TO DECIDE THAT UNSATE

- TRAVEL CONDITIONS WILL CANCEL OPERATIONS

® PROHIBITED SPECIFIC TYPES OF MAINTENANCE UNLESS AT
LEAST 2 PEOPLE ARE PRESENT (HIGH VOLTAGE)

® PROVIDED CELLULAR TELEPHONE FOR EMERGENCY USE

‘ESTABLISHED COMMUNICATION SYSTEM TO MAINTAIN
CONTACT WITH OPERATORS ON PRE-DETERMINED SCHEDULE

»  OPERATOR TRAINING AND CERTIFICATION
B ALL OPERTORS TRAINED FOR HIGHER LEVEL CERTIFICATION
B FORMAL TRAINING IMPLEMENTED PRIOR TO START OF
OPERATIONS
m TYPES OF MAINTENANCE THAT CAN BE PERFORMED BY
INDIVIDUALS SPECIFICALLY DEFINED

Figure 1
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1.1.1 Introduction

This is an update to a paper that was previously published [Husson et al., 1994] in the proceeding
of the previous SLR workshop held in Canberra, Australia. The purpose of Automated Quality
Control (AQC) is to quickly identify any data problems so that the cause can be identified and
corrected as soon as possible to prevent more bad data from being taken. Therefore, AQC results
needs to be readily available to the people who can take corrective action. In the current NASA
network, this place is still at (he system where we still have operators. The operators are the first
line of defense in identifying data problems using information provided by AQC coupled with
other routine evaluations of the sub-systems,

1.1.2 History

In the carly and mid 1980°s, the NASA SLR network hardware was upgraded and standardized
with 200 picosecond pulsed non-mode locked Quantel lasers, Micro-Channel Plate Photo-
Multiplier Tubes (MCPPMT), cascaded Tennelec discriminators, and stable short range
calibration targets [Husson, 1992]. Before and after these system upgrades, extensive testing of
the different sub-systems were performed in the laboratory. Collocation testing (see Figure 1)
were used as a verification test of the complete system. These hardware upgrades coupled with
improvements in NASA/ATSC data analysis and processing techniques improved the NASA SLR
data precision and accuracy from the 10cm leve] in 1980 to the sub-cm level by the mid to late
1980°s.

AlliedSignal Technical Services (ATSC), formerly Bendix Field Engineering Corporation, has
been responsible for NASA SLR Network data processing, analysis, and quality control since the
late 1970’s. All through the 1980°s, ATSC had 4-6 people at it’s central facility who's primary
responsibility was to perform these data related functions. Full-rate data was primarily used for
system performance evaluation. The biggest problem with full-rate data analysis was the delay (up
to 1 month) between the time the data was taken to when it was analyzed. Data problems could
and did go undetected for a month. Most of this delay (2-3 weeks) was caused by the full-rate data
shipment process. Full-rate data was stored on 9-track magnetic tapes and was forwarded only
once per week to the central facility via regular postal mail. After the data was received at central
facility, another week was needed for the data processing and data evaluation,

By the late 1980°s, weekly long-arc analysis reports of quicklook data, produced by both the
University of Texas and the University of Delft, were distributed to the global SLR community.
Quicklook data was sampled full-rate data sent immediately after the data was taken. Quicklook
data was not quality controlled at that time and because of that quicklook data quality was inferior
to full-rate data quality. In the late 1980°s, 5-10 cm problems were detectable in the Texas and
Delft analysis and ATSC became reliant upon these reports as a redundant gross level quality
control check. By the end of the 1980°s, sampled data was being replaced with normai point data.
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120
100

79 81 83 85 87 89 91 93 95

Figure 1. Collocation Results

By the ecarly 1990°s, we were faced with a huge technical challenge. NASA only had funds to
support a single person quality control operation, NASA SLR data quality was to be maintained,
management of full-rate data was to be phased out, and at the same time new SLR satellite
missions had to be supported that would cause a dramatic (4-5 fold) increase in NASA SLR data
guantity. AQC was mandatory to our survival.

1.1.3 Pre-requisites

The pre-requisites for development of AQC is a comprehensive understanding of system
performance at the sub-system and overall system level [Pearfman, 1984].

1.1.4 Requirements

One initial requirement of AQC was to identily 95% of the NASA SLR data problems. NASA was
willing to take some risk and could accept a 5% data loss. Problem data that was repairable in the
past would now cither have to be thrown away or if possible be documented (i.e. provide range
bias, time bias, or barometric offset information) [Husson, 1992]. It took about 2 years to develop
a quality control algorithm, benchmark it’s effectiveness, automate it, and migrate it from the
central facility to the field systems.

1.1.5 Algorithm Development and Benchmarking

Over 50 years of ATSC data analysis cxperience was used to develop the first LAGEOS quality
control model. The algorithm was based on LAGEOS only, because LAGEOS was tle primary
target, had a very stable orbit, and the only satellite who’s data was analyzed on a routine basis.
The Center for Space Research (CSR) Weckly LAGEOS Reports and collocation analysis results
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were used in determining the final qualit